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# Background

The BMS and KVM are deployed in the same POD, and the RabbitMQ database of Nova is sharded. The BMS Remote Console functional component ironic-console-proxy should use the IP address of the sharded RabbitMQ database. However, the ironic-console-proxy configuration script is not mediated to the sharding scenario and uses the default RabbitMQ IP address. As a result, the message queue is not processed properly and the Remote Console function is unavailable.

The Remote Console function of all BMSs in the POD is unavailable.

This document provides a solution for the preceding issue and guidance for field engineers.

This document applies to the following versions:

* FusionSphere OpenStack V100R006C10U20SPC001
* FusionSphere OpenStack V100R006C10U20SPC002

The patch applies to the following scenario:

The BMS and KVM are deployed in the same POD, and the RabbitMQ database of Nova is sharded.

# Resolved Issues

This patch resolves the following issue.

|  |  |
| --- | --- |
| **Trouble Ticket Number** | DTS2017111101006 |
| **Description** | [Public cloud][KVM][BMS service][α test][BMS remote login]  In the Open Telekom Cloud production environment, when the BMS and KVM are deployed in the same POD, and the RabbitMQ database of Nova is sharded, the Remote Console function is unavailable. |
| **Root Cause** | The BMS and KVM are deployed in the same POD, and the RabbitMQ database of Nova is sharded. The BMS Remote Console functional component ironic-console-proxy should use the IP address of the sharded RabbitMQ database. However, the ironic-console-proxy configuration script is not mediated to the sharding scenario and uses the default RabbitMQ IP address. As a result, the message queue is not processed properly and the Remote Console function is unavailable. |
| **Solution** | Modify the control script of the ironic-console-proxy component and add a process mediated for the database sharding scenario so that the rabbitmq\_host IP address can be configured based on the RabbitMQ name in the database sharding scenario. |

# Prerequisites

## **Obtaining the Environment Information**

Obtain the following information from O&M personnel:

* Ansible server login information
* Private key certificate **id\_rsa** for logging in to the cascading and cascaded FusionSphere OpenStack systems using SSH

If the certificate has a password, ensure that the Ansible server can connect to hosts in the cascading and cascaded FusionSphere OpenStack systems using SSH without a password.

* Private key certificate **id\_rsa.ppk** for logging in to the cascading and cascaded FusionSphere OpenStack systems over PuTTY

If the certificate is encrypted, obtain the password of the certificate.

* IP address and password of user **root** for logging in to controller nodes in the cascading and cascaded FusionSphere OpenStack systems

Ensure that the passwords of users **root** for logging in to all controller nodes in the cascading and cascaded FusionSphere OpenStack systems are the same.

## **Obtaining Software Packages**

Obtain the **Bare\_Metal\_Server\_6.1.20.2\_Patch.zip** package.

Visit <http://support.huawei.com/carrier/> and choose **Software** > **Carrier IT** > **Cloud Computing** > **FusionCloud** > **FusionSphere** > **Bare Metal Server** > **Bare Metal Server 6.1.20.2**.

Decompress the package on the jump server to obtain the **Bare\_Metal\_Server\_6.1.20.2\_Patch.tar.gz** patch package.

## **Obtaining the IP Addresses of Target Nodes**

Copy the **Bare\_Metal\_Server\_6.1.20.2\_Patch.tar.gz** package to the jump server.

Run the following commands to log in to the controller node of the cascaded BMS POD, switch to user **root**, and import environment variables:

**ssh fsp@***OM IP address of the controller node of the cascaded BMS POD*

**su - root**

**source set\_env**

**1**

**FusionSphere123**

**TMOUT=0**

Run the following command to obtain the OM IP addresses of the nodes where the ironic-console-proxy component is deployed at the cascaded layer:

**cps template-instance-list --service ironic ironic-console-proxy | grep -v omip |awk -F '|' '{print $6}' |xargs -i echo "{}"**

**----End**

## **Preparing the Ansible Server**

Log in to the Ansible node, open the **/etc/ansible/hosts** file, add a hostgroup named **[fs61\_patch\_hosts\_bms\_cascaded\_ironic\_console\_proxy]**, and add the OM IP addresses obtained in [the previous section](#obtainOMIPstep3) to **[fs61\_patch\_hosts\_bms\_cascaded\_ironic\_console\_proxy]**:

**vim /etc/ansible/hosts**
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Upload the **Bare\_Metal\_Server\_6.1.20.2\_Patch.tar.gz** package to the **/home/admin** directory of the Ansible server.

Run the **ll /home/admin** command to check whether the **Bare\_Metal\_Server\_6.1.20.2\_Patch.tar.gz** package exists.

Upload the **id\_rsa** file to the **/home/admin** directory of the Ansible server and run the following command to change its permissions:

**chmod 600 /home/admin/id\_rsa**

**----End**

# Patch Installation

## **Operations at the Cascaded Layer**

Log in to the Ansible server, run the following command to upload the patch package to the ironic-console-proxy nodes at the cascaded layer, and enter the BMS cascaded POD password of user **root** as prompted:

**ansible fs61\_patch\_hosts\_bms\_cascaded\_ironic\_console\_proxy -m copy -a "src=/home/admin/Bare\_Metal\_Server\_6.1.20.2\_Patch.tar.gz dest=/home/fsp/ owner=fsp group=fsp mode=0777" -u fsp --su --su-user=root --ask-su-pass --private-key=/home/admin/id\_rsa**

On the Ansible server, run the following command to decompress the patch package on the ironic-console-proxy nodes at the cascaded layer, and enter the BMS cascaded POD password of user **root** as prompted:

**ansible fs61\_patch\_hosts\_bms\_cascaded\_ironic\_console\_proxy -m command -a "tar zxf /home/fsp/Bare\_Metal\_Server\_6.1.20.2\_Patch.tar.gz -C /home/fsp" -u fsp --su --su-user=root --ask-su-pass --private-key=/home/admin/id\_rsa**

On the Ansible server, run the following command to install the patch on the ironic-console-proxy nodes at the cascaded layer, and enter the BMS cascaded POD password of user **root** as prompted:

**ansible fs61\_patch\_hosts\_bms\_cascaded\_ironic\_console\_proxy -m command -a "sh /home/fsp/Bare\_Metal\_Server\_6.1.20.2\_Patch/patch\_opts.sh install" -u fsp --su --su-user=root --ask-su-pass --private-key=/home/admin/id\_rsa**

Run the following commands to log in to the controller node of the cascaded BMS POD using SSH, switch to user **root**, and import environment variables:

**ssh fsp@***OM IP address of the controller node of the cascaded BMS POD*

**su - root**

**source set\_env**

**1**

**FusionSphere123**

**TMOUT=0**

**cps template-params-update --service ironic ironic-console-proxy --parameter mq\_instance=rabbitmq\_nova**

**cps commit**

On the Ansible server, run the following command to check the file privilege on the ironic-console-proxy nodes at the cascaded layer, and enter the BMS cascaded POD password of user **root** as prompted:

**ansible fs61\_patch\_hosts\_bms\_cascaded\_ironic\_console\_proxy -m command -a "sh /home/fsp/Bare\_Metal\_Server\_6.1.20.2\_Patch/patch\_opts.sh recover\_pyc\_privilege" -u fsp --su --su-user=root --ask-su-pass --private-key=/home/admin/id\_rsa**

**----End**

# Patch Rollback

## **Operations at the Cascaded Layer**

Log in to the Ansible server and run the following command to roll back the patch on the ironic-console-proxy nodes at the cascaded layer:

**ansible fs61\_patch\_hosts\_bms\_cascaded\_ironic\_console\_proxy -m command -a "sh /home/fsp/Bare\_Metal\_Server\_6.1.20.2\_Patch/patch\_opts.sh rollback" -u fsp --su --su-user=root --ask-su-pass --private-key=/home/admin/id\_rsa**

Log in to the controller node of the cascaded BMS POD and run the following commands to make the rollback take effect:

**ssh fsp@***OM IP address of the controller node of the cascaded BMS POD*

**su - root**

**source set\_env**

**1**

**FusionSphere123**

**TMOUT=0**

**cps template-params-update --service ironic ironic-console-proxy --parameter mq\_instance=rabbitmq**

**cps commit**

On the Ansible server, run the following command to check the file privilege on the ironic-console-proxy nodes at the cascaded layer, and enter the BMS cascaded POD password of user **root** as prompted:

**ansible fs61\_patch\_hosts\_bms\_cascaded\_ironic\_console\_proxy -m command -a "sh /home/fsp/Bare\_Metal\_Server\_6.1.20.2\_Patch/patch\_opts.sh recover\_pyc\_privilege" -u fsp --su --su-user=root --ask-su-pass --private-key=/home/admin/id\_rsa**

**----End**

# File Cleanup

## **Clearing the Compressed Package**

Log in to the Ansible server, run the following command to clear the compressed package on each ironic-console-proxy node at the cascaded layer, and enter the BMS cascaded POD password of user root as prompted:

**ansible fs61\_patch\_hosts\_bms\_cascaded\_ironic\_console\_proxy -m command -a "rm -rf /home/fsp/Bare\_Metal\_Server\_6.1.20.2\_Patch.tar.gz" -u fsp --su --su-user=root --ask-su-pass --private-key=/home/admin/id\_rsa**

## **Clearing the Patch Package**

### **Prerequisites**

After the patch is issued and the environment is running properly, perform the required operations to clear the patch package.

### **Procedure**

Log in to the Ansible server, run the following command to clear the patch package on the ironic-console-proxy nodes at the cascaded layer, and enter the BMS cascaded POD password of user **root** as prompted:

**ansible fs61\_patch\_hosts\_bms\_cascaded\_ironic\_console\_proxy -m command -a "rm -rf /home/fsp/Bare\_Metal\_Server\_6.1.20.2\_Patch" -u fsp --su --su-user=root --ask-su-pass --private-key=/home/admin/id\_rsa**